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Key Capabilities of 5G

Architecture evolution is urgent to meet performance requirements 
in three typical application scenarios

Enhanced Mobile BroadBand
(eMBB)

Massive Machine Type 
Communications (MMTC)

Ultra-Reliable and Low Latency 
Communications (URLLC)

DL peak rate: 20 Gbit/s
UL peak rate: 10 Gbit/s

Area Capacity: 10 Mb/s/m2

Latency of user plane: 4ms 
Latency of user 

plane: 1ms 

Connection density:
1 million per km2
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Architecture Evolution

Driven by requirements and new IT 
technologies, 5G network can be re-
constructed into diversified networking.

Requirements driven

Technologies driven

• 5G scenarios and KPI
• Operation enhancement
• Smooth evolution 

consideration

NFV
separation of software and  
hardware, provide flexible 
infrastructure platform

separation of control function and 
forwarding function, impact on 
architecture design

SDN • Support diverse networking mode: C-RAN, D-RAN, 
mesh,D2D, BS plug-in

• AI is expected to increase the network’s intelligence 

Plug-in
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5G Solution: C-RAN & H-CRAN

Support eMBB, not M-MTC and URLLC

 Decouple control plane from C-RANs into HPN
 HPN is used to alleviate the burdens of fronthaul links and support the 

seamless coverage

High SE/EE

BBU Pool

RRH

RRHRRH

C-RAN
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5G Challenges: V2X Example
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 Vehicle to Everything (V2X) Generals

 Safety, Traffic Efficiency, and Emergency Control

Global Coordinating 
• Clear intention exchange
• Global traffic optimization 

 V2X Merits
Beyond Visual Range
• See invisible
• Hear inaudible 

 Technical feature
 Low latency: 20ms  High reliability:

with the high-speed of 200km/h



Solution: Cloud to Fog Computing

2000 – 2015 2015 – 2030 ? 

Prof. Mung Chiang (Princeton University) : Fog network architecture that uses one or a collaborative 
multitude of end-user clients or near-user edge devices to carry out a substantial amount of storage 
(rather than stored primarily in cloud data centers), communication (rather than routed over backbone 
networks), control, configuration, measurement and management (rather than controlled primarily by 
network gateways such as those in LTE core). 

Source: fogresearch.org
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Difference: Fog Computing & Network

Fog Computing
Cloud computing is extended to the edge of the network.
To create a highly virtualized platform that provides compute, storage, and 

networking services between end‐devices and traditional cloud data centers
Fog Network
Use one or a collaborative multitude of end‐user clients or near user edge devices 

to carry out storage, communications, control, configuration, measurement and 
management

F RAN (Fog Radio Access Network)
To improve SE/EE and decrease latency of C-RANs/H-CRANs
First proposed in 2015
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F-RAN: Architecture and Features

M. Peng, S. Yan, C. Wang, “Fog Computing based Radio Access Networks: Issues and Challenges”, IEEE Network Mag., 
submitted in Mar 2015， published in Jul. 2016. 

F-RAN 
Characteristics
C-RAN
Small cells with 

caches
Device-to-Device
3G/4G Cellular
Content Local 

Delivery

Long delay/Fronthaul
capcity-constraint

BBU Pool

RRH

RRHRRH

C-RAN/H-CRAN

High SE/EE, low delay，
high reliability

Fog-AP

Fog-AP

BBU Pool
Cloud

F-RAN

RRH

RRH
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F-RAN: Applications for IoT
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Smart Gateway based F-RAN for 
Emergency Control

Internet of Vehicular  
based on F-RANs



F-RAN：Research Framework
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Architecture and
Frameworks

ApplicationsKey TechnologiesFeatures and 
Performance Analysis

Successful delivery 
probability

Capacity and Delay

Economical energy 
efficiency

Energy harvesting
on EE

……

Access mode 
selection

OFDMA-based
RRM

3C allocation

Cache prefetch

AI and 
big data

……

Fog for IoT
Networks

Edge cache 
in 5G

AI-driven
Fog Networks

……

F-RAN w/o 
NOMA

Self-driven 
VANET

Internet of 
Industry

AR/VR and
3D video

E-health

Smart city

......
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Questions to be Addressed

For a typical user, which kind of access modes is preferred 
when the edge cache is considered: D2D, best small cell BS, 
C-RAN, MBS? 

Can we develop a mathematical  performance analysis 
framework for access mode selection in F-RANs? 

What are the exact performance gains for each access mode 
selection?
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Radio Access Model
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System Architecture
• A downlink F-RAN with a group of F-APs 

working in parallel with several D2D users
• F-APs and D2D users are spatially 

distributed following two independent two-
dimensional Poisson point process （PPPs）

Transmit Power Channel Gain
Path loss

Intra-tier
Interference
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Edge Cache Model
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Assumptions
• Each D2D user and F-AP has a limited caching storage
• Only a small portion of N contents are frequently accessed by the 

majority of users

Zipf Distribution
Number of video content 

Zipf exponent
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Access Modes

• D2D mode is enabled when U can successfully obtain the requested content from another D2D 
user in a known location within a distance threshold, meanwhile, the SIR is larger than a pre-
set SIR threshold Td

D2D Mode:

{ : , , , }.D d d du d d d dX X X L V C TγΨ = ∈Φ ≤ ∈ ≥

• When the desired user U does not support D2D mode, U tries to access the nearest F-AP 
which can respond to the desired user's content request, and the SIR should be larger than the 
SIR threshold Tf

Nearest F-AP mode (i.e., Best small cell BS):

( ){ : arg m in , , , } ,
f

F f f f f du d d d
X

X X V C T U V C Tγ γ
∈Φ

Ψ = ∈ ≥ ∉ Φ ∪ ∉ ∪ <

• This mode means that U associates with multiple RRHs in a user-centric cluster with a radius 
Lc. 

Local distributed coordination mode (i.e., C-RAN):

{ : , ( , ) }C c f fX X X B U RΨ = ∈ Φ ∀ ∈ ∩ Φ
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Performance Analysis of D2D Mode

• The coverage probability is defined as the probability that the desired user achieves an SIR 
higher than the target SIR threshold

D2D Mode:
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• The ergodic rate is defined as
where px denotes the probability of U select the x mode
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Performance Analysis of F-AP Mode

• The nearest F-AP mode will be triggered if U cannot meet the conditions of D2D mode
• The coverage probability of the nearest F-AP mode can be calculated as

Nearest F-AP Mode:

( ) ( )2 csc 2 /
C
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• The ergodic rate is       ln( )
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Performance Analysis of C-RAN Mode

• The local distributed coordination mode is triggered if U don't meet the conditions of both the 
first two modes

• U associates to multiple F-APs near to it in a user-centric cluster with a distance threshold Lc

Local distributed coordination mode:
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Adaptation Mode Selection

• Based on communication distance, nodes 
location, QoS requirements, and caching 
capabilities, an adaptive mode selection 
scheme is to take full advantages of these 
three modes.

User Access Mode Selection Scheme

D2D mode

The nearest F-AP 
mode

Local distributed 
coordination mode
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Simulation Parameters
Monte Carlo simulation method

Poisson distributed F-APs and D2D users. 
The F-AP coverage boundaries form a 

Voronoi tessellation
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Simulation Results (1)

The ergodic rate of D2D mode with different 
SIR thresholds versus distance between two 

D2D users

• The analytical results closely match
with the corresponding simulation 
results

• The ergodic rate of D2D mode 
decreases as the distance between 
D2D pair increases

• The larger Td means less user selects 
D2D mode, i.e., D2D mode selection 
strictly depends on SIR threshold, and 
5-10 dB is preferred.

Td Increasing
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Simulation Results (2)

The ergodic rate of local distributed 
coordination mode with different F-AP cache 

size versus cluster radius threshold

• The number of F-APs in the cluster 
increases with cluster radius threshold, 
which leads to the increase of cluster 
size and results in the improvement of 
ergodic rate

• The larger cache size of F-AP Cf

suggests that there are more 
opportunities for the desired user to get 
the video content it needs, which leads 
to a higher ergodic rate.

Cf Increasing
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Conclusions

 The outage probability, ergodic rates of D2D mode, nearest F-AP 
mode, local distributed coordination mode are characterized,  in which 
intra-tier and inter-tier interference, and distributed cache are 
considered.

 Based on the proposed performance metrics, the impacts of the cache 
size, user node density, and QoS constraints are characterized.

 An adaptation access mode selection mechanism is proposed to 
improve performance. The Monte Carlo simulation results evaluate 
impacts of the F-AP nodes density, SIR threshold, cache size and 
association schemes on the ergodic rate. 
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Questions to be Addressed

Propose an advanced edge cache architecture to tackle the 
disadvantage of homogeneous centralized cache ? 

Can we develop a mathematical  performance analysis model 
for hierarchal cache in F-RANs? 

How much are the exact performance gains for the proposed 
hierarchal cache?
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Local Cluster Caching  Model
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System Model

Cloud

Micro-cloud

RRH

User

C-RAN cluster T

Cloud content cache C

Local cluster content cache L

Stores all the content objects

Stores some content objects 

 Nodes are modeled as a homogenous PPP       with density        
 Users are modeled as a homogenous marked PPP              with density 
 Mn

RΦ Rλ
( )U nMΦ Uλ

denotes the type of content Un requires

Receive SINR:



System Model for Edge Cache

The content requests from UEs are aggregated at the edge 
cache in CT
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Cloud Cache

Edge Cache

 CT checks its edge cache UT , and can be served immediately if the desired content is 
available at UT. Otherwise, the requests will be forwarded to the centralized cloud 
through the backhaul link 



The received signal for a typical user uT in CT can be expressed as

The Shannon capacity with unit bandwidth:

The effective capacity is defined as a log-moment generation 
function

Effective Capacity with Delay-Rate
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Effective Capacity with Delay-Rate

In each time unit, the effective capacity can be further derived as
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Performance Evaluation
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Effective capacity of a typical user：

where

Average effective capacity of a typical cluster：

where

and

Hit ratio

popularity



Optimization Problems   
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Two important factors:

 The conditions of radio access links

 Where to get content (Edge/centralized)

 Resource Block (RB) allocation 

 RRH/F-AP association

Main problems:
 RB allocations and RRH/F-AP association are coupled tightly

 Centralized strategy is not applicable:

• Just has local information

• Global optimization is NP-hard



Optimization Solution

33

RRH/F-AP association:

Increment of effective 
capacity when Rk serves Sjm

Power consumption

RB allocation:

Effective capacity 
of contents using RBi

Power consumption

Hedonic coalition 
formation

Merge and split 
algorithm

Maximized utility function
Nested coalition 
formation game



Resource Allocation
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A nested coalition formation game-based algorithm:

Merge and split 
operation for RB 

allocation

Hedonic coalition 
formation for RRH/F-

AP association

Algorithm converges 
and D-hp stable



Simulation Results
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 Proposed nested coalition formation Alg. vs. suboptimal Alg. vs orthogonal RB 

allocation vs. full RB reuse 

 Effective capacity and energy efficiency 
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Questions to be Addressed

How to design the joint mode selection and radio resource 
allocation to maximize SE/EE in OFDMA based F-RANs? 

NP-hard problem due to integer variables, and how to solve 
the non-convex optimization problem? 

Can the sub-optimal solution be proposed, and what is the 
exact performance gain?
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System Model
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 The downlink of an OFDM F-RAN 
supported D2D is considered, with 𝑁
subchannels

 There are 𝐼 video files in the cloud, part 
of each files are stored in the cache of 𝑀 F-APs and 𝐾 F-UEs (m,k)

 F-UEs (D2D pairs 𝑫 and D2D-unable F-
UEs 𝑪) access the files via F-UEs and
RRHs, respectively 

F-RAN architecture
• MBS for control plane while F-APs for user plane
• Cache at F-APs and F-UEs enable the data transmission in the local area



Optimization Problem
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Joint mode selection and resource allocation problem (MSRAP) 
to maximize EE in F-RANs :

Subcarrier allocation 
constraints

Queue’s length 
constraint

Power allocation 
constraints

𝐶ଵ𝐶ଶ𝐶ଷ

𝐶଺
𝐶ସ

𝐶଻
𝐶ହ

𝐶଼

(1)



Optimization Analysis

40

Based on the Lyapunov optimization and the concept of 
opportunistically minimizing an expectation, the supremum 
minimization of drift plus penalty becomes a new MSRAP:

𝐶ଵ, 𝐶ଶ ,𝐶ଷ, 𝐶ସ, 𝐶ହ

(2)



Transferred Problems
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 Finding the optimal        under the fixed      

 Finding the optimal       under the fixed      

Problem (1) can be decomposed into two subproblems

(3)

(4)



Solution to Problem 3
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Problem (3) can be solved via particle swarm optimization
 Assume there are 𝐵 particles, and the velocity of particles are

 The mapping between the

 When F-UE accesses both the pairing F-UE and F-APs in one subchannel, 
which violates 𝐶ହ, we force F-UE access the pairing F-UE via D2D.

Challenge 1 is solved by particle swarm optimization



Solution to Problem 4
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Problem (4) can be solved via WMMSE method
 Problem (4) has the same optimal solution as the following WMMSE 

minimization problem

 Convex in each of the optimization variables and can be solved via the 
block coordinate descent method

Challenge 2 is solved by WMMSE method



Simulation Results (1)
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The average EE versus the control 

parameter V

 The average EE performance 

increases with V till saturation.

 It is shown that the F-RAN with cache 

owns a significant performance gain 

over traditional C-RANs as the 

incorporation of cache, especially 

when the fronthaul consumptions is 

taken into account.

(m/I, k/I)



Simulation Results (2)
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 The average queue backlog grows 

linearly in 𝒪 𝑉 . As a larger V leads 

more emphasizes on EE at the cost of 

incurring worse queueing delays.

 It is shown that the F-RAN 

outperforms the C-RAN in the aspect 

of delay due to the various access 

modes.

The average queue backlog versus 

the control parameter V
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F-RAN for Self-driven Vehicular Networks
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OpenAirInterface (OAI)-based Hardware Testbed 
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Questions & Comments

Thanks 
for your attention


