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Abstract—Edge-assisted federated learning (FedEdge) that
integrates an intermediate layer of edge nodes to reduce the
workload for central server in traditional federated learning
systems has been investigated in this work. However, the existing
FedEdge mechanisms may be vulnerable to adversarial attackers.
In this paper, we propose a two-stage robust aggregation scheme
(TS-FedNBS) to enhance the resilience of FedEdge against Byzan-
tine attackers. Specifically, TS-FedNBS employs a norm based
screening (NBS) at the edge nodes and a median aggregation at
the central server. Experimental results on real datasets indicate
that the proposed method significantly enhances the resilience of
FedEdge systems against Byzantine adversaries.

Index Terms—FedEdge, Byzantine attack, two-stage robust
aggregation scheme.

I. INTRODUCTION

Recent advancements in deep learning have significantly
transformed various application domains, including image
processing, natural language processing, and video analytics
[1]. Traditionally, deep learning models are trained on robust
computing platforms, such as cloud data centers, utilizing
centrally collected large-scale datasets. However, in numerous
applications, data are generated from distributed end devices,
such as smartphones and sensors. Transferring these data to
a central server for model training raises not only substantial
privacy concerns but also incurs high communication costs.

Alternatively, federated learning (FL) emerged as a promis-
ing paradigm, which allows mobile devices to collaboratively
train a global model without sharing their private data [2].
However, standard FL architectures suffer from intensive
communication between clients and the central server, which
introduces latency and leads to congestion when scaling to
a large number of clients [3]. To resolve this issue, edge-
assisted federated learning (FedEdge) has been proposed,
which integrates edge computing with FL so that data can
be processed at edge nodes that are close to its origin [4].
The learned local models are then transmitted to the central
server for aggregation. Compared with vanilla FL, FedEdge
enjoys low communication latency and lighter workload on
the central server.

Still, vanilla FedEdge is vulnerable to potential Byzantine
attackers, which maliciously send altered or adversarial mes-
sages to the edge nodes or the central server with the purpose
to corrupt the whole system [5], [6]. To combat Byzantine
attackers, several robust aggregation methods have been de-
veloped. For example, the distance-based Krum algorithm

selects reliable updates based on the client’s score, which is
a summation of the pairwise Euclidean distance of its update
and that of the remaining clients [7]. The effects of median and
trimmed mean techniques to mitigate the influence of outliers
have been studied in [8], which validate the reliability of robust
statistical methods in FL against adversarial attacks. The norm
based screening (NBS) method excludes suspicious attackers
by cropping gradients with large norms [9]. On the other
hand, the performance-based detection scheme allows a central
server to utilize a clean dataset to evaluate the performance
of updates from local clients and to eliminate updates that
do not perform well [6]. The performance of various robust
aggregation methods in FedEdge with heterogeneous data
distributions has been evaluated and compared in [5].

Built upon existing work, the focus of this paper is to de-
velop a robust FedEdge algorithm, particularly in the presence
of adversarial attacks. By processing data and conducting pre-
liminary aggregations at the edge, our framework aligns with
current advancements in FedEdge that ensure the efficient han-
dling of data traffic. The robustness of the proposed algorithm
stems from the utilization of a two-stage robust aggregation
approach. In stage one, we utilize the NBS technique at edge
nodes to screen out model updates from potential attackers
that have large norms [9]. In stage two, we employ a median
aggregation rather than a vanilla averaging at the central
server to add one more layer of protection against Byzantine
attackers. The intuition of stage two’s robust aggregation is
based on observations that current robust aggregation methods
at edge nodes might not be sufficient to ensure a no-loss
performance and the model updates transmitted from edge
nodes to the central server are also likely to be attacked.

To summarize, our contributions include: 1) We highlight
the importance of robust aggregation at the central server in
FedEdge, a topic that has received limited attention in the
current literature. 2) We propose a two-stage robust aggre-
gation algorithm, TS-FedNBS, which combines NBS at edge
nodes with median aggregation at the central server to enhance
the robustness of FedEdge against Byzantine attackers. 3)
We demonstrate the effectiveness of TS-FedNBS through
extensive experiments involving diverse datasets and multiple
attack scenarios, showing its ability to resist Byzantine attacks
without compromising accuracy.

The rest of this paper is organized as follows. Section II
states the problem. Section III describes the proposed method.

26

2024 International Conference on Cyber-Enabled Distributed Computing and Knowledge Discovery (CyberC)

2833-8898/24/$31.00 ©2024 IEEE
DOI 10.1109/CyberC62439.2024.00015



Section IV presents the simulation results and Section V
concludes the whole paper.

II. PROBLEM STATEMENT

We consider an edge-based FL architecture consisting of
a client layer, an edge node layer, and a central server, as
depicted in Figure 1 [6]. In this architecture, E edge nodes
(e.g., base stations) are positioned close to their respective
groups of clients and each edge node is responsible for
aggregating model updates from its local clients. With the
learning process conducted near the data source at the edge
layer, the communication load and latency are reduced for the
central server [10]. The central server, positioned at the top of
the hierarchy, integrates updates from all edge nodes to obtain
the global model, which is then sent back to edge nodes for
them to distribute to their local clients for further update.

Fig. 1: Edge system model with Byzantine attacks.

The i-th edge subsystem formed by edge node i (∀i ∈
{1, 2, ...E}) and its Ci local clients involves the following
local computation and aggregation process. First, each client
j ∈ {1, 2, . . . , Ci} conducts local computation on its dataset
Di,j and independently optimizes a local loss function Li,j(w)
parameterized by w ∈ Rd. The model update for client j in
edge subsystem i at iteration t is obtained via gradient descent:

wt
i,j = wt−1

i,j − η∇Li,j(w
t−1
i,j ;Di,j), (1)

where η is the learning rate.
Then all updated model parameters wt

i,j are transmitted to
edge node i, which then performs a vanilla averaging or a
weighted averaging to aggregate all received updates wt

i,j :

wt
i =


∑Ci

j=1
1
Ci

wt
i,j , vanilla average∑Ci

j=1
|Di,j |∑Ci

j=1 |Di,j |
wt

i,j , weighted average . (2)

The updated model wt
i ,∀i, is then transmitted to the central

server, where a vanilla averaging or a weighted averaging is
adopted to obtain an updated global model wt:

wt =


∑E

i=1
1
Ewt

i , vanilla average∑E
i=1

∑Ci
j=1 |Di,j |∑E

i=1

∑Ci
j=1 |Di,j |

wt
i , weighted average

. (3)

The global model wt is then sent back to edge nodes and
clients for further training, completing the feedback loop.

However, there may exist Byzantine attackers at the client
level or at the edge level, that deliberately introduce manip-
ulated or malicious updates into the system to disrupt the
learning process, as shown in Figure 1. Therefore, the primary
objective of this work is to develop a robust algorithm to
mitigate the impact of such attackers.

III. PROPOSED METHOD

In the FedEdge framework depicted in Figure 1, Byzantine
attackers can exist in the client level, which bias the aggregated
models at edge nodes if no action is taken. Robust aggregation
algorithms are then developed at the edge layer to combat
these attackers [5]. Still, it is not guaranteed that all Byzantine
attackers are excluded. Moreover, there also exist possibilities
that the edge nodes can be attacked by malicious parties.
Therefore, in this paper, we propose to develop a two-stage
algorithm that utilizes norm based screening (NBS) at the edge
level coupled with the mean aggregation at the central server
to enhance FedEdge’s robustness.

Specifically, each client j (∀j ∈ {1, 2, . . . , Ci}) in sub-
system i (∀i ∈ {1, 2, . . . , E}) updates its model using (1).
These updates wt

i,j are then sent to edge node i. However,
the Byzantine attackers exist in the client level may modify
these updates, thereby interrupt the learning process. Some
common attack types include:

• Gaussian Attack that adds random Gaussian noise to
benign clients’ updates, modifying wt

i,j into

w̃t
i,j = wt

i,j +N (0, σ2I), (4)

where N (0, σ2I) denotes the Gaussian noise with 0 mean
and a variance of σ2.

• Inner product manipulation (IPM) Attack that replaces
the update by a negative average of all benign clients
multiplied by a strength control scalar S:

w̃t
i,j = − S

Ci

Ci∑
j=1

wt
i,j , (5)

with an assumption that the attacker has full information
of the updates of all devices [5].

• Omniscient Attack that negatively multiplies the agent’
update with an attack strength scalar S:

w̃t
i,j = −Swt

i,j . (6)

Therefore, instead of the vanilla averaging or weighted
averaging (2), in stage one, edge node i utilizes NBS (7) for
aggregation to mitigate the negative effects of Byzantine at-
tackers. NBS first computes the norms of all received updates
∥wt

i,j∥, then the βCi updates with highest norms are removed,
and the remaining updates are averaged to get the aggregated
update wt

i , i.e.,

wt
i =

1

|U|

|U|∑
j=1

wt
i,j , (7)

where U = {(1), . . . , ((1−β)Ci)} is an index set that specifies
the unscreened updates. The intuition behind NBS is that
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malicious updates tend to deviate significantly from the benign
updates with extremely large norms. With NBS, each edge
node is able to defend against Byzantine attacks launched by
up to βCi adversaries.

Then, in stage two, the central server utilizes the median
aggregation to integrate updates wt

i received from all edge
nodes i (∀i ∈ {1, 2, . . . , E}):

wt = median({wt
i |i ∈ {1, 2, . . . , E}}). (8)

The updated global model wt is then distributed back to all
clients for next iteration’s computation and update. Notice that
the additional robust aggregation is especially necessary when
any of the edge nodes in stage one fails to completely defend
against attackers. For example, if the percentage of attackers
in edge system i is higher than the screen ratio β, then the
aggregated model wt

i is polluted by the remaining attackers
that are not screened out, which in turn ruins the global
model wt aggregated at the central server. The developed two-
stage robust FedEdge via norm-based screening (TS-FedNBS)
algorithm is outlined in Algorithm 1.

Remark: While the FedEdge structure has been widely
adopted in edge computing applications and various robust ag-
gregation methods have been developed to enhance resilience
against adversarial attacks [11], [12], the critical role of robust
aggregation at the central server has not been sufficiently
emphasized or studied.

Algorithm 1 TS-FedNBS: Two-stage robust FedEdge via
norm-based screening

Input: Communication round T ; screen ratio β; learning rate
η.

1: Initialize global model parameter w0

2: Distribute w0 to all clients
3: for communication round t = 1, 2, . . . , T do
4: for client j = 1, . . . , Ci do
5: receives global model parameter wt−1 from edge

node i
6: updates its local model via (1)
7: sends wt

i,j to edge node i
8: end for
9: for node i = 1, . . . , E do

10: computes norms of all received updates ∥wt
i,j∥

11: removes the top β fraction with the highest norms
12: averages the remaining updates via (7)
13: sends wt

i to the central server
14: end for
15: for central server do
16: receives updates {wt

i} from all edge nodes
17: performs median aggregation via (8)
18: distributes wt to all edge nodes
19: end for
20: end for

IV. SIMULATION RESULTS

A. Experimental setting
In our experiments, we utilize a convolutional neural net-

work (CNN) model optimized for image classification tasks,
applicable for MNIST [13] and FMNIST [14] datasets. The
FedEdge system consists of 50 clients and 5 edge nodes, where
each edge node has 10 clients and each client has 250 training
data.

The baseline scenario is implemented without any attackers
(No attack). Each client trains its local model on its local data
and sends the updates to edge nodes, which then aggregate
these updates and forward them to the central server. In the
presence of attackers, we set the fraction of attackers to
be 30% in each edge subsystem. The reported experiments
do not consider attackers at the edge node level. However,
the effect of robust aggregations at the central server in the
case that edge nodes are attacked can be concluded from
the performance of robust aggregations at the edge node in
the case that clients are attacked. We use No attack as a
reference to evaluate the impact of attacks (i.e., Without robust
aggregation) and the effectiveness of the proposed approach
(TS-FedNBS). Throughout the experiments, the learning rate
is η = 0.01. The remaining hyperparameters are σ2 = 100
for Gaussian attack, S = 20 for IPM attack, and S = 10 for
Omniscient attack, respectively.

B. Evaluation results
We use F1 score to evaluate the performance of various

algorithms, which is the harmonic mean of precision (p) and
recall (r) to compute the score, as shown in (9) [5]:

F1 = 2× p× r

p+ r
. (9)

Figure 2 shows the performance of TS-FedNBS on the
MNIST dataset under three adversarial scenarios. It can be
seen that TS-FedNBS approaches the no-attack performance
by the end of the communication rounds while the system will
be totally disrupted if no action is taken. Similar phenomena
can be observed in Figure 3 for the FashionMNIST dataset.
While the Gaussian attack (Figure 3a) and the IPM attack
(Figure 3b) initially impact the model accuracy, TS-FedNBS
effectively mitigates these effects with performance closely
mirrors the no attack scenario.

To show the superiority of the propose algorithm, we com-
pare TS-FedNBS with three other algorithms. The FedAegis
algorithm is adapted from [5], which applies the median
aggregation at edge nodes and a simple average at the central
server while the TS-FedAegis algorithm applies the median
aggregation at both the edge nodes and the central server.
FedNBS applies NBS at the edge nodes and a simple average
at the central server. Both FedAegis and FedNBS are one-
stage robust aggregation method. From Table I we can see
that in the case that attackers exist only in the client level,
one-stage median aggregation (FedAegis) is better than one-
stage NBS (FedNBS) and two-stage median aggregation (TS-
FedAegis). However, if attackers exist in the edge node level,
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(a) Gaussian attack (b) IPM attack (c) Omniscient attack

Fig. 2: Test accuracy on the MNIST dataset under different attack scenarios.

(a) Gaussian attack (b) IPM attack (c) Omniscient attack

Fig. 3: Test accuracy on the FashionMNIST dataset under different attack scenarios.

Attack Type MNIST FashionMNIST
Fedaegis TS-Fedaegis FedNBS TS-FedNBS Fedaegis TS-Fedaegis FedNBS TS-FedNBS

No attack 85% 81% 87% 88% 63% 58% 59% 64%
Gaussian attack 83% 74% 67% 85% 58% 48% 36% 63%

IPM attack 81% 75% 78% 86% 61% 54% 46% 63%
Omniscient attack 79% 80% 65% 87% 61% 56% 52% 63%

TABLE I: Test accuracies of various methods under different attacks.

FedAegis will totally fail while TS-FedAegis can still achieve
a learning performance that is close to the no-attack case. The
performance gap between FedNBS and TS-FedNBS indicates
that the two-stage implementation is essential.

V. CONCLUSION

This paper proposes TS-FedNBS, a novel approach that
integrates edge computing with a two-stage robust aggregation
method to enhance resilience against Byzantine attacks, using
norm-based screening (NBS) at edge nodes and median aggre-
gation at the central server. Future research aims to establish
the theoretical foundations of the TS-FedNBS algorithm.
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